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In Situ Measurement and Prediction of Stresses
and Strains During Casting of Steel

DANIEL GALLES and CHRISTOPH BECKERMANN

Modeling the thermo-mechanical behavior of steel during casting is of great importance for the
prediction of distortions and cracks. In this study, an elasto–visco–plastic constitutive law is
calibrated with mechanical measurements from casting experiments. A steel bar is solidified in a
sand mold and strained by applying a force to bolts that are embedded in the two ends of the
bar. The temporal evolutions of the restraint force and the bar’s length change are measured
in situ. The experiments are simulated by inputting calculated transient temperature fields into a
finite element stress analysis that employs the measured forces as boundary conditions. The
thermal strain predictions are validated using data from experiments without a restraint. Initial
estimates of the constitutive model parameters are obtained from available mechanical test data
involving reheated steel specimens. The temperature dependence of the strain rate sensitivity
exponent is then adjusted until the measured and predicted length changes of the strained bars
agree. The resulting calibrated mechanical property dataset is valid for the high-temperature
austenite phase of steel. The data reveal a significantly different mechanical behavior during
casting compared to what the stress–strain data from reheated specimens show.

DOI: 10.1007/s11661-015-3184-x
� The Minerals, Metals & Materials Society and ASM International 2015

I. INTRODUCTION

DURING casting of steel,mechanically and thermally
induced stresses are the source of several problems that
continue to plague industry. Mechanically induced
stresses are created when the steel contacts another part
of the casting system (e.g., a core in shape casting, the
mold or rolls in a continuous casting machine), while
thermally induced stresses are created by uneven cooling.
The stresses generate distortions, which in turn lead to
dimensional inaccuracies and defects in the as-cast
product. For example, if distortions occur near the end
of solidification, hot tearsmay form,which necessitate the
casting to be scrapped. In continuous casting processes,
the strand must be carefully cooled to avoid cracking. In
shape casting, distortions can lead to a lengthy
trial-and-error process of modifying pattern allowances
to meet dimensional requirements. Hence, the ability to
accurately predict stresses for steel casting can lead to
more efficient processes and higher quality cast products.

The complexities associated with a casting process
(i.e., multi-physics constitutive laws, thermo-mechanical
coupling, three-dimensional geometries) provide consid-
erable challenges to efficient and accurate stress model-
ing. In recent years, however, computational
advancements have spurred the development of complex
casting deformation models to better predict stresses

and strains in steel castings. For such modeling, realistic
mechanical properties of the steel are needed for the
elasto–visco–plastic constitutive law used in a stress
analysis. These temperature dependent mechanical
properties are normally determined using high-temper-
ature stress–strain data acquired from either tensile[1–3]

or creep[4] tests that are performed using reheated steel
specimens. Wray[3] comprehensively characterized the
mechanical behavior of austenite throughout a range of
temperatures [1123 K to 1523 K (850 �C to 1250 �C)],
carbon contents (0.005 to 1.54 pct), and strain rates
(6 9 10�6 to 2 9 10�2 1/s). Suzuki et al.[4] performed a
series of creep tests on austenite at different stress levels
(4.1 to 9.8 MPa) from 1523 K to 1673 K (1250 �C to
1400 �C); the results of the tests were fitted to a time
hardening equation.
Such tests have provided the crucial data needed to

develop constitutive laws for stress modeling in steel
castings.[5,6] Anand[5] used the measurements of Wray[2]

to determine the parameters of a viscoplastic model for
the austenite phase of low-carbon steel. Utilizing the
data of Wray[3] and Suzuki et al.,[4] Kozlowski et al.[6]

developed four constitutive relations to model the time
dependent deformation behavior of austenite; Model III
was found to be the best compromise, based on its
ability to fit the test data, reasonable behavior under
complex loading conditions, and numerical stability.
This model was subsequently used in numerous studies
by Thomas and coworkers[7–12] and Fachinotti and
coworkers.[13,14] Although each investigation focused on
a specific topic (i.e., model comparison,[10,13] computa-
tional performance,[8,11,14] etc.), the common goal of all
of the studies was the prediction of stresses and strains
during steel continuous casting processes.
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The above investigations represent significant
advancements in stress modeling of steel casting pro-
cesses. Model accuracy was predicated on the assump-
tion that the mechanical test data from reheated steel
specimens sufficiently characterizes the thermo-mechan-
ical behavior during a casting process. However, the
microstructure of the steel specimens can be expected to
evolve significantly during the reheating and isothermal
holding periods of the mechanical tests, which in turn
can affect the mechanical properties. This is especially
true for the relatively long holding times typical of creep
tests. In addition, Zhang et al.[15] showed the existence
of significant thermal gradients within mechanical test
specimens, leading to heterogeneous deformations. For
these reasons, the development of constitutive data from
mechanical testing with reheated specimens may not be
suitable for stress modeling of steel casting. Conse-
quently, the following researchers studied the mechan-
ical behavior of steel during casting through in situ
testing.

Parkins and Cowan[16] produced steel bars with
flanges on either end, which constrained the bar from
free contraction and induced distortions. The contrac-
tion of the bar was continuously measured using dial
gauges; however, no restraint forces were measured.
Monroe and Beckermann[17] continuously measured the
contraction and restraint force in a T-shaped steel
casting to study hot tears. Ackermann et al.[18] devel-
oped the submerged split-chill tensile test (SSCT) to
characterize the mechanical behavior of steel during
solidification for predicting hot tears. While this exper-
iment gives valuable insight into the formation of hot
tears, it is not particularly useful for the modeling of
casting deformations; the complex geometry of the
apparatus introduces uncertainty as to which force and
displacements are being measured. Rowen et al.[19]

modeled the submerged split-chill compression (SSCC)
test, which is a simplified version of the SSCT test. To
validate the model, the simulated and measured forces
were matched during solidification. However, because
no displacements are measured in the SSCC test, the
accuracy of the model parameters could not be verified.

In the present work, a mechanical constitutive model
for steel casting is developed using in situ force and
displacement measurements. The experiments involve a
rectangular bar that is strained during casting to induce
stresses in the bar. The temporal evolutions of the
restraint force and the bar’s axial length change are
measured in situ with load bolts and linear variable
differential transformers (LVDTs), respectively. Addi-
tional casting trials are performed without any restraint
to measure the thermal strains (i.e., free shrink). The
stresses and strains during the casting experiments are
predicted using a general-purpose finite element stress
analysis code. A one-way temperature–displacement
coupling is adopted; transient temperature fields are
calculated with casting simulation software and subse-
quently used as input for the finite element simulations.
The experiments without the restraint are simulated first
to ensure accurate modeling of the thermal expansion
behavior of the steel. Then, using the measured forces as
a boundary condition, the experiments with the restraint

are simulated. Initially, the model parameters for the
elasto–visco–plastic constitutive law are estimated with
stress–strain data from mechanical tests using reheated
specimens. Through a trial-and-error process, any dis-
agreements between measured and predicted length
changes of the strained bars are eliminated through
adjustments to a single viscoplastic parameter, until
good agreement is obtained. Through these modifica-
tions, a mechanical constitutive model for steel is
calibrated using in situ data from a casting process.

II. DESCRIPTION OF EXPERIMENTS

A. Experimental Setup

The experimental design was motivated from the
presumption that the total strain, etotal, can be decom-
posed into the sum of its mechanical, emech, and thermal,
eth, parts, as

etotal ¼ emech þ eth: ½1�

Consequently, two sets of casting trials, referred to as
‘‘strained’’ and ‘‘unrestrained,’’ were designed to mea-
sure etotal and eth independently. Schematics of the setup
for the strained bar experiments are shown in Figure 1.
A slender steel bar (305 mm long with a 25 mm square
cross section) was cast in a sand mold. The mold cavity
was filled through the pouring cup and sprue (which also
serves to feed the casting) located at the center of the
bar. With the aid of a restraint frame and steel bolts
inserted at the two ends of the bar, the thermal
shrinkage along the axis of the bar was constrained
during solidification and cooling to induce stresses.
Preliminary experiments showed that this effect alone
did not generate sufficient viscoplastic strains. There-
fore, a turnbuckle was added in line with one of the
restraining bolts to produce additional distortions. In
order to prevent slippage between the casting and the
bolts, nuts were inserted over the ends of the bolts in the
mold cavity. Removal of the restraint, restraining bolts,
load bolts, coupling, turnbuckle, and nuts reduces the
schematic in Figure 1 to the setup for the unrestrained
bar experiments.
Contact interactions at the mold–metal interface were

minimized due to the simple geometry and the symmetry
of the setup about the two vertical planes shown in
Figure 1(b). Friction forces between the casting and
mold generated negligible mechanical strains due to the
small casting weight. For these reasons, dimensional
changes in the unrestrained bars were due to thermal
strains only, whereas all measured distortions in the
strained bars were a consequence of the restraint.
In order to collect data, several devices were used; a

load bolt was connected in line with each restraining
bolt (via a coupling on the left side and turnbuckle on
the right side of Figure 1(a)) to continuously measure
the axial restraint force at both ends of the bar. The
axial displacements at each end of the bar were
transmitted via quartz rods to LVDTs, from which the
axial length change was calculated by adding the LVDT
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measurements together. Finally, type B thermocouples
were encased in quartz tubes and inserted into the mold
cavity to measure steel temperatures directly under the
sprue and 76 mm from the end of the casting.

To build the molds, silica lake sand was bonded using
a phenolic urethane no-bake (PUNB) binder system
(which accounted for 1.25 pct of the total mold weight)
and mixed with a 55:45 ratio of Part 1 (PEP SET� 1000)
to Part 2 (PEP SET� 2000). The chemical reaction was
accelerated with a catalyst (PEP SET� 3501) based on
6 pct of the binder weight.

B. Casting Procedure

Experiments were performed at the University of
Northern Iowa’s Metal Casting Center. The target
chemistry was ASTM A216 grade WCB carbon steel,
which was prepared in an induction furnace and poured
from a 250 lb heat at approximately 1873 K (1600 �C).
The measured compositions of the cast steel for each
experiment are provided in Table I. Following pouring,
the strained bars were allowed to partially solidify, after

which the turnbuckle was engaged (i.e., turned) to
lengthen the bar and induce distortions. Due to differ-
ences in casting chemistry, the solidification times varied
among the casting heats. A value of 1673 K (1400 �C)
(the approximate temperature at the end of solidifica-
tion) was typically assumed as the temperature at which
the casting could transmit stresses. Once the thermo-
couple reading (under the sprue) had fallen below this
temperature, the turnbuckle was slowly engaged for a
period of 30 to 60 seconds.

C. Experimental Results

A total of eight casting experiments, 5 strained and 3
unrestrained, were performed. In order to identify
individual bars, a numbering system was adopted (e.g.,
strained 1, unrestrained 1). In addition, a unique color
was assigned to each bar in order to distinguish between
curves on all result plots. These identifiers are also
provided in Table I.
Since type B thermocouples lose their accuracy at

room temperature, data were acquired until the castings

Fig. 1—Schematics of the setup for the strained bar experiments. All dimensions are in mm. Forces, displacements, and temperatures were mea-
sured in situ with load bolts, LVDTs, and type B thermocouples, respectively.
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cooled to approximately 373 K (100 �C). The time range
(12000 seconds) needed to record the results down to
this temperature is henceforth referred to as the com-
plete time scale. Several important features occurring at
early times are difficult to see on this scale. Therefore,
intermediate and initial time scales (showing the initial
1000 and 250 seconds, respectively) are also utilized to
present the experimental results.

The measured axial length changes, plotted as a
function of time, are shown for all experiments in
Figure 2. For the unrestrained bar experiments, excel-
lent reproducibility of the measurements can be seen, as
the three curves essentially lie on top of each other.
Starting from the initial time (t = 0 second), the unre-
strained axial length decreases (as a result of thermal
contractions) until approximately 500 seconds. At this
time, a volumetric expansion (due to the solid-state
phase transformation from austenite to pearlite and
a-ferrite) occurred and is manifested as a positive slope
beginning at 600 seconds. Because the bar temperatures
varied spatially, this transformation commenced at
different times throughout the casting. As a result, the
axial length increases over an expanded period of
approximately 300 seconds, after which it decreases
monotonically until room temperature.

For the strained bar experiments, the restraint force
impacted the axial length change substantially (see
Figure 2). Initially, the axial lengths decreased similarly
to those of the unrestrained bar experiments. However,
shortly after the restraint force was applied, the strained
bars elongated, which can be seen in Figure 2(c) as a
positive slope for all strained curves. During this time,
the strained and unrestrained curves diverge, as consid-
erable viscoplastic strains were generated. The straining
periods (i.e., the period during which the turnbuckle was
engaged) for all strained bar experiments are represented
in Figure 2(c) by double-headed arrows bounded by
vertical dashed lines. Note that the onset of straining
and the straining period varied among the 5 strained bar
experiments. This was done on purpose in order to
achieve different temperature ranges for the deforma-
tions. In other words, the five strained bar experiments
were not intended to duplicate each other. At the end of
the straining period, the axial length change remained

constant for a brief period before continuing to
decrease, as thermal strains dominated. At some point
during cooling, the steel gained sufficient strength, after
which yielding no longer occurred; at all ensuing times,
the measured axial length changes for the strained bar
experiments were due to thermal strains only. This can
be clearly observed in Figure 2(a); after 1500 seconds,
the strained and unrestrained bars contracted at the
same rate (i.e., strained and unrestrained curves are
parallel), which implies the presence of thermal strains
only. Hence, for the experiments in which the quartz
probes failed at late times (strained 2, 3, and 4), the
displacements could be reconstructed (shown as dashed
lines) with confidence using data from other experiments
(either strained or unrestrained).
The measured restraint forces for the strained bar

experiments are plotted as a function of time on the
primary vertical axis in Figures 3(a) through (c). In
addition, the nominal stresses (defined as the restraint
force divided by the nominal cross-sectional area of the
bar) are plotted on the secondary axis. At some time
during the initial 200 seconds, engagement of the
turnbuckle rapidly increased the restraint force (nominal
stress) to roughly 3 kN (5 MPa). From the initial time
scale in Figure 3(c), the straining period (shown as a
double-headed arrow) for each experiment is determined
as the time span from when the force begins to increase
until a local maximum is reached. The decrease imme-
diately following this peak is due to stress relaxation
resulting from creep effects. After this brief decrease, the
ensuing thermal contractions acted to increase the
restraint force, albeit at a slower rate. Once again, the
effect of the solid-state phase transformation can be seen
beginning at approximately 600 seconds, as volumetric
expansion of the bar caused a relaxation in the restraint,
resulting in a slight decrease of the restraint forces.
Upon completion of this transformation, the forces
continued to slowly increase up to 12,000 seconds.
A comparison between the forces measured at either

end of the casting revealed a difference. An example for
one of the experiments (strained bar 4) is shown in
Figure 3(d); the ‘‘left’’ and ‘‘right’’ curves refer to the
location of the load bolts in Figure 1(a). The figure clearly
shows that the left force is larger than the right force. The

Table I. Summary of the Color Codes (Used in the Plots) and Casting Chemistries for all Unrestrained (unr.) and Strained (str.)

Bars. Iron (Fe) Constitutes the Remaining Balance of the Chemistry Compositions

Set Color Code

Casting Chemistry

Pct C Pct Si Pct Mn Pct P Pct S Pct Cr Pct Al Pct Cu Pct Fe

unr. 1 0.21 0.50 0.52 0.072 0.002 0.08 0.070 0.08 bal.

unr. 2 0.32 0.69 0.64 0.025 0.014 0.23 0.054 0.10 bal.

unr. 3 0.25 0.59 0.55 0.012 0.014 0.04 0.069 0.04 bal.

str. 1 0.25 0.58 0.62 0.022 0.016 0.03 0.087 0.05 bal.

str. 2 0.42 0.78 0.65 0.068 0.010 0.09 0.057 0.08 bal.

str. 3 0.25 0.61 0.56 0.021 0.017 0.10 0.071 0.08 bal.

str. 4 0.25 0.45 0.46 0.019 0.017 0.04 0.045 0.03 bal.

str. 5 0.30 0.57 0.41 0.031 0.026 0.02 0.056 0.01 bal.

814—VOLUME 47A, FEBRUARY 2016 METALLURGICAL AND MATERIALS TRANSACTIONS A

Author's personal copy



difference increases throughout the straining period to
reach a value of approximately 1 MPa after 100 seconds.
This difference (roughly 20 pct) is due to a sprue–mold
interaction and will be accounted for by an additional
boundary condition in the finite element simulations.

The strained bar 5 sprue diameter (1.5 inches) was
larger than the other sprue diameters (1 inch). As a
result, several differences can be seen on the displace-
ment and force plots; due to a larger hot spot (directly
under the sprue), a longer waiting period was required
before engaging the turnbuckle to ensure that the
casting had reached coherency and could transmit
stresses. This can be seen in Figure 3(c); the restraint
force began increasing after 120 seconds, whereas the
buildup of the other forces commenced earlier (between
50 and 75 seconds). Accordingly, elongation of the bar
also occurred later, as shown in Figure 2(c). Addition-
ally, the larger sprue created larger temperature gradi-
ents along the axial direction of the bar. Therefore, the
solid-state phase transformation for the entire bar
(which is manifested as a ‘‘wiggle’’ in the displacement
curves) occurred over a longer period for strained bar 5
than the other bars, as seen in Figure 2(a).

An example of measured temperatures for one of the
experiments (strained bar 5) is shown in Figures 4(a) and

(b). Due to space limitations, the thermocouple measure-
ments for all experiments cannot be presented here.
Taking a discrete time derivative of the measured tem-
peratures, the cooling rate plot of Figure 4(c) is obtained.
The liquidus temperature ðTliqÞ, which represents the
onset of solidification and latent heat release, is given by
the initial local minimum in the cooling rate curve. As can
be seen from Figure 4(c), the cooling rate increases with
decreasing temperature, which can be attributed to a
decreasing rate of latent heat release during solidification.
The cooling rate reaches a local maximum when solidi-
fication is complete. The corresponding temperature is
termed here, for simplicity, the solidus temperature ðTsolÞ.
Note that due to variations in the steel chemistry (see
Table I), the measured liquidus and solidus temperatures
were different in each experiment.

III. THERMAL SIMULATIONS AND
THERMOPHYSICAL PROPERTIES

Temperatures were predicted using the commercial
casting simulation software MAGMASOFT�,[20] which
required several inputs. Mold properties were taken
directly from the MAGMASOFT� database.

Fig. 2—Measured axial length change for the strained and unrestrained bar experiments plotted on complete (a), intermediate (b), and initial (c)
time scales. The double-headed arrows that are bounded by vertical dashed lines of the same color in (c) represent the straining periods.
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Temperature dependent thermophysical properties (i.e.,
density, specific heat, thermal conductivity) of the steel,
as well as the solid volume fraction as a function of
temperature and the latent heat of solidification, were
calculated with IDS[21] software using the measured steel
chemistries for each experiment (Table I). The interfa-
cial heat transfer coefficient (at the mold–metal inter-
face) was initially specified as a constant value.

In general, using the initial property datasets and
boundary conditions did not result in good agreement
between measured and predicted temperatures. There-
fore, through a trial-and-error process, several adjust-
ments to the simulation inputs were made. The process is
described in detail elsewhere.[22,23] The main modifica-
tions involved the temperature dependent interfacial heat
transfer coefficient and solid fraction. In particular, the
solid fraction curve was adjusted to exactly match the
measured liquidus and solidus temperatures and mea-
sured cooling rates during the solidification interval. An
example of an adjusted solid fraction curve is provided in
Figure 4(d). The slight kink in the solid fraction curve at
about gs = 0.3 is due to the transformation of d-ferrite to
austenite. As is typical for cast steels, the total

solidification interval exceeds 120 K (�153 �C), but more
than 90 pct of the liquid solidifies within the first 50 K. It
is important to note that a different solid fraction curve
resulted from the thermal simulation for each of the eight
experiments. These variations can be attributed to the
different steel compositions (see Table I). After the
adjustments, excellent agreement was achieved between
measured and predicted temperatures for each experi-
ment. An example of this agreement (from the strained
bar 5 simulation) is shown in Figures 4(a, overall time
scale) and (b, intermediate time scale).
An example of predicted temperature fields (from the

strained bar 1 simulation) at the beginning and end of
the straining period is shown in Figures 5(a) and (b),
respectively. At any location in the bar, large temper-
ature drops [dT >175 K (�98 �C)] can be observed
between the beginning and end of the straining period.
In addition, significant temperature variations can be
seen both over the length of the bar and over each of the
cross sections, labeled A-D. Section A is located directly
under the sprue and contains the highest temperatures in
the bar at any particular time, whereas section D is near
the end of the bar and contains lower temperatures.

Fig. 3—Measured restraint force for the strained bar experiments plotted on complete (a), intermediate (b), and initial (c) time scales. The dou-
ble-headed arrows that are bounded by vertical dashed lines of the same color in (c) represent the straining periods. A measured force imbalance
(d) (strained bar 4 shown) was observed between the ‘‘right’’ and ‘‘left’’ load bolts [locations shown in Fig. 1(a)] for all strained experiments.
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For the stress model used in this study, the strains
are dependent on the solid fraction, gs (see the
following section). Due to the hot spot created by the
sprue at the bar’s mid-length, cross section A (see
Figure 5) is the last to solidify. The predicted solid
fractions for cross section A at the onset of straining
are shown for all strained bars in Figure 5(c). The
values vary from gs � 0.6 at the middle of strained
bar 1 to gs = 1 at all locations in strained bar 4. In
most of the experiments, however, the bar was close to
or fully solidified when straining commenced. Hence,
the effect of the solid fraction in the stress model can
be expected to be small. Nonetheless, the variations
from bar to bar emphasize again that the five strained
bar experiments provide mechanical data for different
temperature ranges and are not intended to duplicate
each other. The predicted temperature fields in the steel
for each experiment were saved at a large number of
time steps (approximately 100) and subsequently
mapped onto the finite element mesh used in the stress
analysis (see below).

IV. STRESS MODEL AND PROPERTIES

A. Stress Model

The stress model is adopted fromMonroe and cowork-
ers.[24,25] In this model, the effective stress depends on the
solid fraction. This dependency eliminates the need to
model each region in a casting (i.e., fully liquid,
semi-solid, fully solid) as a separatematerial and therefore
leads to a robust model capable of predicting the strains
and stresses over the entire temperature range using
a single constitutive relation. For gs = 1 (fully solid),
the model reduces to a standard elasto–visco–plastic
model.
Assuming negligible inertial effects, body forces, and

momentum transport between the solid and liquid
during solidification, the solid momentum equation is
given by

r � ~r ¼ 0; ½2�

where ~r is the effective stress tensor. The semi-solid
mush created during solidification is treated as a com-

Fig. 4—Comparison (from strained bar 5) between measured and predicted sprue temperatures on complete (a) and intermediate (b) time scales.
The solidus and liquidus temperatures are determined from the measured cooling curve in (c). The adjusted solid volume fraction curve used for
the simulations is shown in (d).
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pressible porous medium where the stress depends on
the pressure. In such media, the stress tensor is given
by Reference 26

~r ¼ gsrs þ gspl1; ½3�

where gs is the solid volume fraction, rs is the Cauchy
stress tensor of the solid material, and 1 is the
second-order identity tensor. Near the end of solidifica-
tion, the liquid pressure minimally contributes to casting
stresses and is set to pl ¼ 0.

Using small strain theory, the strain tensor, e; is
decomposed into the elastic ðeeÞ; thermal ðethÞ; and
viscoplastic ðevpÞ components as

e ¼ ee þ eth þ evp: ½4�

The elastic strain is determined from Hooke’s law as

~r ¼ Ce : ee; ½5�

where Ce is the elastic stiffness tensor. Assuming a
homogeneous and isotropic material, it is given by

Ce ¼
E

3 1� 2mð Þ I �
E

3 1þ mð Þ Idev; ½6�

where E is the effective Young’s modulus, m is the
effective Poisson’s ratio, I is the fourth-order identity
tensor, and Idev is the fourth-order deviatoric identity
tensor. The effective elastic properties are determined
using the following solid fraction dependent
relations[27]:

E ¼ Es
gs � gcohs

1� gcohs

� �nE

½7�

and

m ¼ m0 þ
gs � gcohs

1� gcohs

� �
ms � m0ð Þ: ½8�

In Eq. [7], the effective Young’s modulus is scaled
between Young’s modulus of the solid material, Es, at
gs = 1 and a negligibly small value at the coherency

Fig. 5—Predicted temperature fields for strained bar 1 at the beginning (a) and end (b) of the straining period. The predicted solid fraction con-
tours for cross section A [location shown in (a) and (b)] at the onset of straining.
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solid fraction, gcohs . The coherency solid fraction refers
to the moment during solidification when the solid
dendrites become sufficiently entangled to form a
continuous network that allows stresses to be transmit-
ted. The coherency solid fraction was taken as
gcohs = 0.5 and the power coefficient, nE, as 2.5.[28]

Eq. [8] shows that the effective Poisson’s ratio is linearly
scaled from the fully solid value at gs = 1 to a minimum
Poisson’s ratio, m0 = 0.14[27] at gcohs .

The thermal strain is given by

eth ¼ atot T� Tthð Þ1; ½9�

where Tth is the temperature at the onset of thermal
contraction. Additionally, atot is the total linear ther-
mal expansion coefficient and defined as

atot ¼
1

T� Tthð Þ

Z T

Tth

� 1

3qs

dqs
dT

dT; ½10�

where qs is the solid density. Eq. [10] is the form of the
linear thermal expansion coefficient required by
ABAQUS�.[29]

The viscoplastic strain rate is given by an associated
flow law[30]:

_evp ¼ _c
@req
@~r

; ½11�

where _c is the scalar flow parameter and req is the
equivalent stress. The latter is taken as[31]

r2eq ¼ A1q
2
s þ A2p

2
s : ½12�

In Eq. [12], the pressure of the solid, ps ¼ �1=3 ~r : 1ð Þ,
is the mean of the normal stresses from the effective
stress tensor. The von Mises stress of the solid,

qs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3=2 ss : ssð Þ

p
, is determined from the deviatoric

stress tensor, ss ¼ ~rþ ps1. The equivalent stress can be
thought of as the scalar form of the effective stress
tensor. The functions A1 and A2 are from Cocks
model[32] and defined as

A1 ¼ 1þ 2

3
1� g�s
� �� �

g�s
� ��2= 1þmð Þ ½13�

and

A2 ¼
9

4

1� g�s
2� g�s

� �
2

1þm

� �
g�s
� ��2= 1þmð Þ

; ½14�

where m is the strain rate sensitivity exponent and g�s
is the scaled solid fraction. In the limit where the solid
fraction is unity, the equivalent stress reduces to the
von Mises stress, where A1 is equal to unity and A2 is
equal to zero. The scaled solid fraction is defined as

g�s ¼
gs � gcohs

gcoals � gcohs

� �
; ½15�

where gcoals is the coalescence solid fraction, which
occurs near the end of solidification and represents the
upper limit of the scaled solid fraction, above which
scaling is not employed. The coalescence solid fraction
was set to 0.85, the value from a previous study[33] below
which ductile fracture occurred in a round tensile bar
due to coalescence of voids. For the present study, the
bar was near complete solidification when straining
began (see Figure 5(c)), with only the interior region
under the sprue containing semi-solid material in some
experiments. Therefore, the coherency and coalescence
solid fractions had a negligibly small effect on the
present results.
The dynamic yield stress, rdy, defines the stress–strain

relationship after yielding occurs. The relation used here
is taken from Marin and McDowell[34] and given by

rdy ¼ r0 1þ eeq
e0

� �n

1þ _eeq
_e0

� �m

; ½16�

where r0 is the initial yield stress, n is the strain hard-
ening exponent, and m is the strain rate sensitivity
exponent. The equivalent plastic strain rate, _eeq, is
determined from the scalar dissipation of energy
according to

_eeq ¼ ~r : _evp
gsrdy

: ½17�

The equivalent plastic strain, eeq, is obtained by inte-
grating the equivalent plastic strain rate over time for
temperatures below the annealing temperature. The
annealing temperature is taken as Tsol. Additionally, e0 is
the reference strain, defined as e0 ¼ r0n=E, and _e0 is the
reference strain rate. The latter is given by the Arrhenius
equation _e0 ¼ A exp �Q=RTð Þ, where A is the Arrhenius
prefactor,Q is the activation energy,R is the universal gas
constant, and T is the absolute temperature. When the
equivalent stress exceeds the dynamic yield stress, the
equivalent plastic strain is increased to satisfy req ¼ rdy.
Combining this relation with Eq. [12] defines the yield
surface as

f ¼ r2dy � A1q
2 � A2p

2
s ¼ 0: ½18�

B. Mechanical Properties

The elastic properties were obtained from the litera-
ture. The temperature dependent Young’s modulus was
taken from Koric and Thomas.[8] Also, because exper-
imental observations of increased Poisson’s ratio with
temperature may be due to increasing amounts of creep
during the test,[35] a constant value of 0.3 was used.
Substituting the reference strain and reference strain

rate definitions into the dynamic yield stress equation
(Eq. [16]) gives
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rdy ¼ r0 1þ Eeeq
r0n

� �n

1þ _eeq
A exp �Q=RTð Þ

� �m

: ½19�

Now it can be seen that 5 material parameters must be
known: r0, n, m, A, and Q. These parameters were
estimated for austenite using data from the uniaxial
tensile tests of Wray[3] [1123 K (850 �C) £ T £ 1523 K
(1250 �C)] and Suzuki et al.[4] [1523 K
(1250 �C) £ T £ 1673 K (1400 �C)] involving reheated
steel specimens. The Levenberg–Marquardt algorithm,
which minimizes the difference between measured and
predicted values of a nonlinear function with a least
squares method, was employed to perform the fit.
Following the method of Kozlowski et al.,[6] the initial
yield stress ðr0Þ, strain hardening exponent (n), and
strain rate sensitivity exponent (m) were initially esti-
mated as quadratic functions of temperature but later
reduced to linear, as differences between the fits were
found to be small. The activation energy (Q) was
estimated as a constant value. To account for car-
bon-content dependency, the Arrhenius prefactor (A)
was estimated as a quadratic function of the carbon
content.[6] The estimated parameters are provided in
Table II.

The estimated viscoplastic material parameters are
plotted over the approximate temperature range of
austenite [973 K (700 �C) £ T £ 1773 K (1500 �C)] in
Figure 6. Note, however, that the tensile test data are
limited to a temperature range of 1123 K to 1523 K
(850 �C to 1250 �C) for Wray[3] and 1523 K to 1673 K
(1250 �C to 1400 �C) for Suzuki et al.,[4] which are
denoted on all plots in Figure 6. Outside this range, the
parameters were extrapolated. The d-ferrite phase is
present in the mushy zone at very high temperatures.
However, for the carbon contents in this study
(pct C> 0.2), d-ferrite exists only at solid fractions
below 0.5 at which the steel does not transmit stresses;
therefore, the mechanical properties of d-ferrite did not
require consideration. The reference strain rate and
reference strain (shown in Figures 6(c) and (d), respec-
tively), were calculated from the expressions given below
Eq. [17] and the values in Table II. The reference strain
rate is shown for a representative carbon content of
0.25 pct (which is needed to calculate A); for the finite
element simulations, the measured carbon content
(shown in Table I) was used.

Figure 7 shows examples of the excellent agreement
between measured and predicted stress–strain curves
which is obtained using the present viscoplastic param-
eters. The comparisons are for a 0.29 pct carbon

content, two different temperatures [1223 K and
1373 K (950 �C and 1100 �C)], and a large range of
strain rates. Similar agreement was obtained for all data
in Wray[3] and Suzuki et al.[4]

Recall from the axial length change measurements
(Figure 2) that the strained and unrestrained curves are
essentially parallel after 1500 seconds (i.e., after the
solid-state phase transformation), and all strains at
lower temperatures are purely thermal. Therefore, the
stress model cannot be validated at temperatures below
the austenite range using data from the present exper-
iments, as no distortions occurred at temperatures
below the solid-state phase transformation. For this
reason, viscoplastic parameters were not estimated
below 973 K (700 �C). Rather, the initial yield stress,
r0, was set to an arbitrarily high value in order to
prevent the prediction of viscoplastic strains at lower
temperatures.

V. STRESS SIMULATIONS

A. Procedure

The stress simulations were performed using the
general-purpose finite element software ABAQUS�.
The present constitutive model was implemented in a
user-defined UMAT subroutine.[36] To save computa-
tional costs, the simulation model was somewhat simpli-
fied. Frictional forces at the mold–metal interface were
estimated to be negligibly small, and the mold was not
included in the simulations. Additionally, the metal in the
pouring cup did not contribute to distortions in the bars
and was also excluded. Finally, the parts of the restrain-
ing bolts protruding from the casting (which only served
to transmit forces) were omitted. The resulting ABA-
QUS� model for the strained bar is shown in Figure 8.
Approximately 60,000 seconds-order tetrahedral ele-
ments (90,000 nodes) were used to generate the mesh.
For the strained bars, a zero displacement

(ux = uy = uz = 0) boundary condition was specified
at one end of the bar. Although both ends translated
during cooling, the axial length change is a relative
displacement (between the bar ends); therefore, con-
straining one end was sufficient for the simulations. At
the other end, the measured restraint force was assigned.
In order to account for the force imbalance shown in
Figure 3(c), the difference between the forces measured
at the two ends was applied at the base of the sprue.
Because the mold was excluded, an additional displace-
ment boundary condition was required (shown on the
right end of the model in Figure 8) to constrain the

Table II. Estimated Parameters from the Mechanical Tests of Wray
[3]

and Suzuki et al.[4]

Parameter Expression Units

Initial yield stress, r0 5.729 9 10�1 � 1.461 9 10�4 T MPa
Strain hardening exponent, n 2.457 9 10�1 � 6.192 9 10�5 T —
Strain rate sensitivity exponent, m 4.924 9 10�2+9.930 9 10�5 T —
Arrhenius prefactor, A 2.501 9 104+1.246 9 105 (pct C)+1.240 9 104 (pct C)2 1/s
Activation energy, Q 354 kJ/mol
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Fig. 6—The strain rate and strain hardening exponents (a), initial yield stress (b), reference strain rate (c), and reference strain (d) as functions of
temperature. Parameters were estimated from the experimental data of Wray[3] [1123 K (850 �C) £ T £ 1523 K (1250 �C)] and Suzuki et al.[4]

[1523 K (1250 �C) £ T £ 1673 K (1400 �C)].

Fig. 7—Comparison between measured (from Wray[3]) and predicted stresses plotted at several strain rates as a function of viscoplastic strain at
1223 K (950 �C) (a) and 1373 K (1100 �C) (b).
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length change for the bar to the axial direction (i.e.,
uy = uz = 0). Omission of the force boundary condi-
tions in Figure 8 reduces the model for the strained bars
to the unrestrained case.

Through a two-step process, casting distortions were
predicted. First, the unrestrained bar experiments were
simulated to validate the thermal strain predictions and
(if necessary) adjust the thermal expansion coefficient of
the steel. Following that, distortions were predicted for
the strained bar experiments; any disagreement between
measured and predicted axial length changes was
eliminated through adjustments to the viscoplastic
parameters.

B. Unrestrained Bar Simulations

Length changes for the unrestrained bars owed to
thermal strains only. The sole parameters contributing to
the thermal strains are the total linear thermal expansion
coefficient, atot, and the temperature for the onset of
thermal contraction, Tth (see Eq. [9]). For the initial
simulation, atot was determined from IDS using Eq. [10],
whereas Tth was set to the measured solidus temperature
[1683 K (1410 �C)]. The resulting predicted axial length
change (blue curves) for unrestrained bar 1 is plotted as a
function of time and compared to the measured data
(black curves) in Figure 9. The measured solidus tem-
perature at the sprue location (see Figure 1) is denoted by
the black vertical dashed line in Figure 9(c). One differ-
ence between the curves can be seen during the initial 10 s
(see Figure 9(c)), before any substantial solidification of
the steel occurs. The measured axial length decreases
during the initial 10 seconds, whereas the predicted axial
length remains nearly constant during this period. The
measured rapid contraction during the initial 10 seconds
can be attributed to expansion of the sand mold into the
steel. This mold expansion accounts for a 0.15-mm
decrease in the length of the bar. Since the mold was not
included in the simulation, the effect of mold expansion

could not be predicted. For this reason, the curves for the
predicted length change in Figure 9 are shifted down-
ward by 0.15 mm. After 10 seconds, there are still several
areas of disagreement between the measured and pre-
dicted length changes when using the thermal expansion
coefficient from IDS and the solidus temperature for the
onset of contractions. The minor discrepancies between
10 and 50 seconds can likely be attributed to small
inaccuracies in the predicted temperature fields at early
times, immediately after pouring. More importantly,
during the remainder of the cooling period, the predicted
contraction rate for the bar consistently exceeds the
measured rate. This leads to an over-prediction of about
0.5 mm in the axial length change at 12000 seconds,
when the bar is near room temperature (see Figure 9(a)).
To better match the measured and predicted contrac-

tion curves, modifications to both atot and Tth were
required. First, the total linear thermal expansion
coefficient was adjusted as shown in Figure 9(d); the
entire curve was shifted downward in order to decrease
the rate of contraction in the simulation. Also, the
magnitude of the step at 948 K (675 �C) (representing
the decomposition of austenite to pearlite and a-ferrite)
was slightly increased to predict additional expansion
during the solid-state phase transformation. These
adjustments resulted in the measured and predicted
axial length change curves to be exactly parallel during
the entire cooling period. To eliminate the remaining
shift between the two curves, the temperature for the
onset of thermal contractions was increased to
Tth = 1703 K (1430 �C). This temperature corresponds
to a solid fraction of gs ¼ 0:98, as opposed to gs ¼ 1 for
the initial simulation. Using the adjusted atot and Tth,
excellent agreement between the measured (black
curves) and predicted (pink curves) axial length changes
can be observed in Figure 9 at all times.
The procedure used to adjust the temperature for the

onset of thermal contractions, Tth, is illustrated in more
detail in Figure 10. The figure compares the measured

Fig. 8—Top (a) and front (b) views of the ABAQUS� model for the strained bar. An additional force boundary condition was applied at the
base of the sprue to account for the measured force imbalance [shown in Fig. 3(c)].
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axial length change during the first 250 s with predic-
tions for three different Tth: 1683 K (1410 �C) ðgs ¼ 1Þ,
1703 K (1430 �C) ðgs ¼ 0:98Þ, and 1723 K (1450 �C)
ðgs ¼ 0:94Þ. After the first 50 seconds, the curves are
parallel to each other, but only the gs ¼ 0:98 curve
matches the measurements. At such high solid fractions,
only isolated pools of liquid remain within the coherent
solid network; hence, it is realistic for thermal contrac-
tion to commence before complete solidification. This
finding is similar to what Stangeland et al.[37] observed
for an aluminum alloy.

For all remaining simulations (unrestrained and
strained), the thermal strains were calculated using the
adjusted atot in Figure 9(d). However, because the
measured solidus temperature varied [from 1648 K to
1688 K (1375 �C to 1415 �C)] among the experiments
(due to differences in the steel chemistries), a different
Tth was used in each simulation. Using the same
procedure as illustrated in Figure 10, the corresponding
solid fractions for the onset of thermal contractions
varied between 0.95 and 0.98. This variation can be
attributed to uncertainties in determining the solidus
temperature.

C. Strained Bar Simulations

An example of the accumulated viscoplastic strains
predicted by the stress simulation (for strained bar 1) is
shown in Figure 11. Due to the hotspot that is created
by the sprue near the middle of the bar, the majority of
the viscoplastic strain may be expected to occur at that
location, since steel yields more easily at higher temper-
atures. However, the simulation results in Figure 11
indicate that the bar’s axial distortions are distributed
relatively evenly throughout its entire length. The spot
of high strains predicted near each end of the bar is due
to the cast steel contracting around the embedded
restraining rod and nut. Figure 11 also indicates that the
application of the additional force boundary condition
at the base of the sprue results in the predicted axial
length changes to be slightly larger on the left side of the
sprue than on the right side. For the case shown in
Figure 11, additional stress simulations were performed
in which gcohs and gcoals were varied. Due to space
limitations, the results are not shown here. It was found
that, as expected, the present predictions are insensitive
to changes in both gcohs and gcoals .

Fig. 9—Measured and predicted axial length changes for the unrestrained bar 1 experiment plotted on complete (a), intermediate (b), and initial
(c) time scales. (d) The total linear thermal expansion coefficient was modified as shown.
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The measured and predicted axial length changes for
the strained bar 1 experiment are compared in
Figure 12. Initial predictions, labeled as ‘‘estimated m’’
(pink lines), were obtained using the viscoplastic con-
stitutive model parameters determined from tests with
reheated specimens, as explained in Section IV–B. When
viewed on the complete time scale (Figure 12(a)), the
agreement of the initial predictions with the measure-
ments appears to be good. However, Figure 12(c) shows
that during the straining period an excessive amount of
viscoplastic strain is predicted. The predicted length
increase due to the straining is about 0.8 mm, whereas
the measured one is only 0.25 mm. In order to reduce
this disagreement, a trial-and-error process was per-
formed in which the strain rate sensitivity exponent, m,
was adjusted until the measured and predicted length
changes agreed at all times. The final adjusted m curve is
shown in Figure 12(d) and compared to the initial
estimate. As can be seen from Figures 12(a) through (c),
the adjustment produced excellent agreement between
the measured and predicted axial length changes for this
experiment, especially during the straining period.

The strain rate sensitivity exponent in Figure 12(d)
was adjusted from 973 K to 1773 K (700 �C to
1500 �C). However, because distortions were induced
mainly at higher temperatures (see Figure 5), the

predicted distortions should be insensitive to variations
in m at lower temperatures. Through a parametric
study, the predicted distortions were found to be
sensitive to changes in m for strained bar 1 from
1298 K (1025 �C) £ T £ 1673 K (1400 �C). This range,
termed the ‘‘calibrated range,’’ contains the tempera-
tures for which the computational model has been
calibrated from the experimental measurements and is
included in Figure 12(d). Similar ranges were deter-
mined for all other strained bar experiments.
The adjusted m curve in Figure 12(d) is characterized

by two segments and a transition region. The first
segment [973 K (700 �C) £ T £ 1473 K (1200 �C)] was
shifted downward from the estimated curve, while the
second segment [1633 K (1360 �C) £ T £ 1773 K
(1500 �C)] was shifted upward. The transition region
[1473 K (1200 �C)<T< 1633 K (1360 �C)] connects
the two segments to form a piecewise continuous linear
curve. Although the discontinuities between subdomains
[located at 1473 K and 1633 K (1200 �C and 1360 �C)]
are likely unphysical (i.e., a smooth continuous curve
should be expected), additional experimental data would
be needed to fine-tune the curves and eliminate the
kinks. Interestingly, the temperature span of the first
segment corresponds to that of theWray[3] measurements
[1123 K (850 �C) £ T £ 1523 K (1250 �C)], while the
second segment roughly coincides with the Suzuki
et al.[4] temperature range [1523 K (1250 �C) £ T £
1673 K (1400 �C)]. These similarities suggest that param-
eter estimation from the Wray[3] measurements leads to
an over-prediction of casting stresses, whereas using the
Suzuki et al.[4] measurements leads to an under-predic-
tion. To show this apparent correlation, the temperature
ranges for the Wray[3] and Suzuki et al.[4] measurements
are included in Figure 12(d) and all subsequent m curve
plots.
Choosing which parameter to adjust in the dynamic

yield equation, Eq. [16], was determined through a
process of elimination. The estimated strain hardening
exponent, n, (Figure 6(a)) and initial yield stress, r0,
(Figure 6(b)) both decrease with increasing temperature.
However, these parameters would need to be increasing
functions of temperature above 1633 K (1360 �C) to
achieve agreement between the measured and predicted
length changes. Such changes would imply that the
strength and hardening increase with temperature, both

Fig. 10—Parametric study showing the sensitivity of the predicted
axial length change (from unrestrained bar 1) to changes in tempera-
ture at the onset of thermal contraction, Tth.

Fig. 11—Total accumulated viscoplastic strains predicted for the strained bar 1 experiment.
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of which are unexpected. Therefore, r0, n, and the
reference strain, e0, (which is calculated from r0 and n)
were not modified. Another possibility was to modify
the reference strain rate, _e0, through adjustments to
either the Arrhenius prefactor, A, or the activation
energy, Q. However, because A only depends on carbon
content (which did not vary significantly among the
experiments), only small variations in this parameter
would be expected. Also, Q would have to be adjusted as
an increasing function of temperature, which is unphys-
ical. This leaves the strain rate sensitivity exponent, m.
Strain rate impacts stresses and distortions in steels
mainly at high temperatures. This implies that m should
increase with temperature, which is indeed the case for
both the estimated (Figure 6(a)) and adjusted
(Figure 12(d)) strain rate sensitivity exponents. There-
fore, m was chosen as the adjustable parameter.

Another example of matching measured and pre-
dicted length changes is shown for the strained bar 5
experiment in Figure 13. Here, the length change during
the straining period is vastly under-predicted when using
the initial estimated m variation from the reheated
specimens. This results in the predicted final length of

the bar near room temperature to be about 1.5 mm
shorter than what was measured. Adjusting the strain
rate sensitivity exponent m in the simulation as shown in
Figure 13(d), however, results in excellent agreement in
the length changes at all times during the experiment.
Note that the adjustments made to m in Figure 13(d) are
similar in nature to the ones for the strained bar 1
experiment in Figure 12(d). This similarity is unex-
pected, because the straining in the two experiments
(strained bar 1 and 5) was performed quite differently.
Comparing the measured axial length changes in
Figures 12(c) and 13(c), it can be seen that bar 1 was
strained when it had contracted (freely) by about
0.5 mm, whereas bar 5 was strained much later when
it had contracted already by 1.3 mm. Hence, strained
bar 1 experienced the majority of the viscoplastic strains
at higher temperatures than strained bar 5. As expected,
the calibrated range for strained bar 5 [1223 K
(950 �C) £ T £ 1623 K (1350 �C)] was lower than that
for strained bar 1 [1298 K (1025 �C) £ T £ 1673 K
(1400 �C)]. In order to achieve agreement in the mea-
sured and predicted length changes for both experi-
ments, the strain rate sensitivity exponent m had to be

Fig. 12—Measured and predicted axial length changes for the strained bar 1 experiment plotted on complete (a), intermediate (b), and initial (c)
time scales. Predicted distortions were sensitive to changes in the strain rate sensitivity exponent (d) only within the calibrated range.
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increased at higher temperatures [above 1573 K
(1300 �C)] and decreased at lower temperatures [below
1473 K (1200 �C)]. Simply shifting the m curve up or
down does not produce good agreement for both
experiments.

To further demonstrate the necessity for the adjust-
ments to the strain rate sensitivity exponent, a para-
metric study was performed for the strained bar 2
experiment, as shown in Figure 14. In this figure,
predicted results are shown for the initial simulation
(using the initially estimated m curve) and for the final
simulation using an adjusted m curve. Again, the initial
m curve produces poor agreement and the adjusted m
curve achieves excellent agreement between the mea-
sured and predicted axial length changes for this
experiment. Furthermore, the adjustments made to m
(Figure 14(d)) are similar in nature to the ones for the
strained bar 1 and 5 experiments (see above). The
calibrated range for strained bar 2 spans from 1273 K to
1648 K (1000 �C to 1375 �C), which falls between the
bar 1 and 5 ranges. Figure 14 also shows simulation
results for two additional simulations (termed ‘‘iteration
1’’ and ‘‘iteration 2’’) where different m curves were

tried. For the first iteration, the strain rate sensitivity
exponent was only adjusted at high temperatures (i.e.,
the Suzuki et al.[4] range) and the initially estimated
values were used at lower temperatures (i.e., the Wray[3]

range), as shown in Figure 14(d). In this iteration,
Figure 14(c) indicates that insufficient distortions are
predicted during the straining period. For the second
iteration, the strain rate sensitivity exponent was
matched to the final adjusted curve at lower tempera-
tures, but the initially estimated m curve was used in the
high temperature range. As a result, excessive distor-
tions are predicted during the straining period. This
clearly demonstrates that adjustments to the strain rate
sensitivity exponent at both low and high temperatures
(i.e., both the Wray[4] and Suzuki et al.[4] temperature
ranges) are needed in order to match predicted and
measured axial length changes. Based on these adjust-
ments, the measurements of both Wray[3] and Suzuki
et al.[4] appear to be inadequate for determining the
mechanical behavior of steel during casting.
Figure 15(a) shows that excellent agreement was

achieved between measured and predicted axial length
changes for all five strained bar experiments. This

Fig. 13—Measured and predicted axial length changes for the strained bar 5 experiment plotted on complete (a), intermediate (b), and initial (c)
time scales. Predicted distortions were sensitive to changes in the strain rate sensitivity exponent (d) only within the calibrated range.
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figure is limited to the first 250 seconds, because
afterwards the strains are predominately thermal and
the axial length change curves are almost parallel. The
axial length changes are different in each experiment
because of variations in the straining period (beginning
and duration), the sprue diameter (for strained bar 5),
and the steel composition. Hence, each of the 5
experiments provides independent data with which the
strain rate sensitivity exponent could be calibrated. The
final adjusted strain rate sensitivity exponent curves are
compared for all experiments in Figure 15(b). They all
show the same behavior, and a single ‘‘representative’’ m
curve can be constructed (thick black line in
Figure 15(b)) that produces good agreement between
measured and predicted axial length changes in all
experiments. The piecewise expression for this curve is
provided in Table III. In addition, the total calibrated
range in Figure 15(b) combines the calibration ranges
from all strained bar experiments and represents the
temperatures for which the computational model has
been calibrated for the present study.

The difference between the estimated and adjusted
strain rate sensitivity exponent curves in Figure 15(b)
represents the major finding of this study. The adjusted
m curve, together with the other parameters in Figure 6,
comprises the set of viscoplastic parameters needed to
model the mechanical behavior of austenite during
casting. To illustrate the differences between constitutive
datasets using the estimated and adjusted m, represen-
tative stress–strain curves [at 1273 K, 1473 K, and
1673 K (1000 �C, 1200 �C, and 1400 �C) for a 0.25 pct
C steel and 1.5 9 10�5 1/s strain rate) were generated
and are shown in Figure 16. At 1273 K and 1473 K
(1000 �C and 1200 �C), the predicted stresses using the
estimated m are considerably higher [48 pct at 1273 K
(1000 �C) and 28 pct at 1473 K (1200 �C)] than those
using the adjusted m. At 1673 K (1400 �C), the opposite
is true; the predicted stresses are higher by 13 pct when
using the adjusted m. These significant differences
demonstrate that estimating mechanical constitutive
parameters using reheated steel specimens may not be
appropriate for stress simulations of casting processes.

Fig. 14—Predicted axial length change for the strained bar 2 experiment plotted on complete (a), intermediate (b), and initial (c) time scales. Pre-
dicted distortions were sensitive to changes in the strain rate sensitivity exponent (d) only within the calibrated range. Two additional stress sim-
ulations (iterations 1 and 2) demonstrated the need to adjust m in both the Wray[3] and Suzuki et al.[4] temperature ranges.
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They also show the importance of calibrating the
constitutive model using in situ measurements.

VI. CONCLUSIONS

In this study, forces and displacements were measured
in situ during casting of a steel bar in a sand mold. Using

embedded bolts at the two ends, the bar was strained
during solidification and cooling to induce stresses and
distortions. Multiple experiments with different straining
periods were conducted. The experiments were simulated
using a finite element stress analysis code employing an
elasto–visco–plastic constitutive law that accounts for
solidification. The thermal strain predictions were cali-
brated first using displacement measurements from the
unrestrained bar experiments. The simulations for the
strained bar experiments used the measured forces in the
bolts as boundary conditions. It was shown that using
constitutive model parameters determined from previous
mechanical tests involving reheated steel specimens does
not produce satisfactory agreement between the mea-
sured and predicted length changes for the strained bar
experiments. This disagreement sheds considerable doubt
on previous stress simulations of steel casting processes.
Through a trial-and-error process involving repeated
simulations of the experiments, the temperature depen-
dence of the strain rate sensitivity exponent was adjusted
until good agreement between the measured and pre-
dicted length changes was obtained. The adjustments
were shown to be essentially the same for all experiments,
even though the straining periods were different in each
of the experiments. The significance of the adjustments in
the viscoplastic parameter was demonstrated through a
parametric study.
The present study has resulted in a validated mechan-

ical property dataset from 1223 K to 1673 K (950 �C to
1400 �C) for the austenite phase of steel during casting.
The data reveal a significantly different mechanical

Fig. 16—Comparison between predicted stresses for constitutive da-
tasets using estimated and adjusted strain rate sensitivity exponents
for a 0.25 pct carbon content and 1.0 9 10�5 1/s strain rate.

Fig. 15—Measured and simulated axial length changes for all strained bar experiments shown in (a). The estimated, adjusted, and representative
strain rate sensitivity exponents are summarized in (b). The total calibrated range [1223 K (950 �C) £ T £ 1673 K (1400 �C)] represents the tem-
perature range over which the computational model has been calibrated for the present study.

Table III. Expression for Representative Strain Rate Sensitivity Exponent from Fig. 15(b)

Strain Rate Sensitivity Exponent Temperature, T [K (�C)]

6.373 9 10�3+9.804 9 10�5 T 973 (700) £ T £ 1483 (1210)
�7.592 9 10�1+7.308 9 10�4 T 1483 (1210)<T £ 1633 (1360)
�3.125 9 10�2+1.875 9 10�4 T T> 1633 (1360)
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behavior of steel during casting compared to what
previous stress–strain data from reheated specimens
show. This discrepancy may be attributed to differences
in the microstructure. It is envisioned that the present
study leads to more accurate stress simulations of steel
casting processes. Additional work is needed to cover a
wider range of steel compositions, other steel phases
(e.g., ferrite), and temperatures below 1223 K (950 �C).
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